
Chapter 2.
Methodology of Multi-Dimensional Classification and Regional 
Typology in RF 

2.1.
Tasks of Typology and Formal Tools 
for their Solution

2.1.1. Problem Identification and Its Formalization 

As follows from the review presented above, a need for providing regional typology is explained by the fact that up until recently analysis of regional problems was conducted on the whole territory of the Russian Federation not taking into consideration peculiarities of separate regions or groups of regions. It was due to the lack of statistical information for the post-communist period of development of Russia required for the purposes of the econometric analysis of separate regions. At the same time, different regions differ considerably both in terms of economic behavior, social features and political preferences of its population, which must be taken into account in regional research. As a result, at the first stage of any regional research, regions should be classified along different sets of parameters and should be compared along obtained groups of regions with the aim of revealing homogeneous ones.  

Let us look at the general identification of typology.

Let there be  N  units characterized by two sets of parameters:

· parameters x1,…, xn ( resulting parameters characterizing behavior of the units from the view point of the problem under consideration;

· parameters y1,…, ym ( factor parameters characterize the state of a unit from the view point of its main features.

Consequently, each unit can be represented as a point in n-measuring space along resulting parameters, and along factor parameters – in m-measuring. At the same time, in both spaces obtained points do not form a homogeneous quantity, but have some sections of density.

Set of points represented by points belonging to the same section of density are more homogeneous in comparison with the set of units under consideration.  Therefore, whole set of units under consideration is divided into classes by using two methods: along the set of resulting parameters and along the set of factor parameters. The task of typology consists in (from the formal point of view) establishing linkages between two obtained classifications of a set of units under consideration. In other words, there should be defined a range of joint modification in factor parameters which determine such and such behavior (ranges of joint modification in resulting parameters) of units under consideration.

Thus, a work on typology can be divided in three stages.

At the fist stage, classification of a set of units under consideration is done along resulting and factor parameters. This stage presupposes the use of a hierarchy cluster method.

At the second stage, a quality test of obtained classification will be performed. It is envisaged to use a special system for parameter construction.

At the third stage, the work will be concentrated on finding the presence of general pattern in distribution of separate regions in obtained classifications and also on determining homogeneous groups (types) of regions. Thus, as a result, a new classification is being constructed (using the whole range of parameters) which explains the unit behavior depending on factor parameters, i.e. regional typology is being constructed.

Each of the above mentioned stages includes analysis of obtained formal findings. Lack of a qualitative interpretation at one of the stages will demonstrate either a need for another formal method of analysis to be used or (at worst) impossibility to construct a corresponding typology along a set of resulting and factor parameters. In that case, it is necessary to change the task or to correct sets of parameters under consideration.

2.2. Features of Formal Tools

2.2.1 General approach

Below we will give a brief review of the applied formal tools according to stages of constructing typology. 

At the first stage, methods of cluster analysis are being used. These methods allow us to divide units under consideration into groups of “homogeneous” units that are called clusters.

The majority of cluster methods (hierarchy groups) are agglomerations – the process starts with the creation of elementary clusters. Each of the clusters consists of one parting observation (one point), and at each next two nearest neighbor clusters unite into one. The researcher can halt this process (for example, by fixing the required number of clusters and maximum distance that permits unification). Graphic unification of clusters can be demonstrated with the help of dendogramme – a tree of cluster unification. Agglomerate methods of the cluster analysis will be used in our case when dividing a set of units under consideration along factor parameters. It is explained by the fact that in order to continue further substantial and formal analysis of the classification, it is necessary to have classes that contain the most homogeneous from statistical point of view parameters.

Other methods of cluster analysis are divisive – they divide units into clusters directly. These methods are most appropriate in classifications along resulting parameters. In that case, as a rule, classes are being defined using substantial reasons and the task consists in dividing units to this or that class.

Cluster methods are very diverse. Individual methods of cluster analysis differ by how they select the way to define closeness between clusters (and between units) and also use different algorithm for calculation. Classification findings resulting from the use of different cluster methods can considerably differ from one another. Therefore, the results of computing clusterization may be controversial and often serve only as a basis for substantive analysis. It is worth noting that results depend more on the selected method the less obviously the units under consideration divide into homogeneous groups of units. In view of this, it is better to divide using various methods. If in that case the findings resulting from different methods are similar, then the set of units under consideration can be classified. Otherwise, any classification is not objective. 

The second stage of constructing typology consists in verification of the quality of obtained classifications. The need for the second stage is determined by the fact that the cluster analysis methods do not provide any method for the verification of a statistical hypothesis, which refers to the truthfulness of the obtained classifications. The results of clustering can be explained with the help of generating special economic parameters.

First stage clustering will result in obtaining for each set of parameters a set of units divided into several groups (i.e., we can tell to which group each unit belongs). At the same time, each unit is characterized by several specifications of quantity. The problem is in finding a way to define a group where unit belongs by using these features. This will permit in case of a change in parameter value for a unit forecast a class where this unit falls. 

Methods of discriminating analysis are used to solve this problem. They allow computing functions that depend on measurable features whose values divide units into classes. It is better when there are few such functions (discriminating features) – in this case it is easier to explain the analysis findings. Linear discriminating analysis plays a special role due to its simplicity. In it functions which divide units into classes are built as linear functions on initial parameters.

The third stage in constructing typology consists in establishing conformity between built classifications. It is necessary to determine how unit’s classification to a class along one set of parameters conform with the same unit’s division to different classes along other sets of parameters. Classifications constructed during the first two stage set the typology if in all the classes of a classification built along the some parameters units belonging to the same class with high degree of probability belong to one and the same class in a classification constructed along different parameters.

2.2.2. Characterization of clustering methods

Methods of cluster analysis permit
:

· to construct a classification tree (dendogramme) n of units by way of their hierarchic amalgamation in groups (clusters) of much more homogeneous entity on the basis of a minimum distance in space m variables describing these units;

· find classification of some set of units into a fixed number of homogeneous in some sense clusters.

In order to carry out a numerical classification of Russian regions along different sets of parameters, we use a standard packet of statistical methods SPSS. This packet envisages seven methods of hierarchic cluster analysis
: Between-groups linkage, Within-groups linkage, Nearest neighbor, Furthest neighbor, Centroid clustering, Median clustering, Ward’s method. Moreover, eight different distances can be used in clustering
: Euclidean distance, Squared Euclidean distance, Cosin, Pearson correlation, Chebychev, Block, Minkowski, Customized. This raises the problem of choosing a method for clustering and a distance for defining the linkage between units.

Main difference between methods consists in the fact how they define a distance between clusters, i.e. strategy for uniting units into clusters:

· strategy of Nearest neighbor considerably compresses the space for benchmark parameters and is recommended for obtaining a minimum tree instead of a group classification;

· strategy of Furthest neighbor considerably stretches the space for benchmark parameters;

· strategy of groups neighbor preserves the size of the associative space;

· flexible strategy is a universal one and depends on (  coefficient used in this strategy:

· under ( = 0 size does not change,

· under 0 < ( < 1 the space compresses,

· under -1 < ( < 0 the space stretches;

· Ward’s method strategy minimizes Within-groups linkage of units and dendogramme turns out to be with deeply divided clusters.

We consider that for our classification and regional typology with further statistical analysis of parameters under consideration inside each class, out of seven methods represented in SPSS packet which correspond to five enumerated strategies (to be precise four, because flexible strategy is not available in the packet) to a higher degree correspond the following methods: Between-groups linkage, Centroid clustering, and Ward’s method. This is explained by the fact that these methods allow obtaining the most homogeneous from the statistical point of view clusters. At the same time, it is necessary to carry out substantial interpretation of obtained clusters in order to choose the method. The method, which provides findings, which are easy to interpret, is considered to be the best. At the same time, if clustering findings obtained with the use of different methods do not differ considerably than the set under consideration unites units belonging to different groups from the point of view of parameters under consideration.

In order to formally choose the best classification method, let us use the following considerations. For the purposes of this study, the best classification is that, where units are distributed more or less evenly among classes. It means that all (or, at least, the majority) of classes are filled up. Otherwise, in case only one or two clusters are filled up, while others contain only 1 to 2 units, in stead of the classification of the parent population of units into classes containing relatively similar units there occurs the detection of units infringing on the homogeneity. This method is of use only in case we need to single out units, which we need to remove from the parent population in order to improve the results of the statistical analysis of the analyzed parent population. From the formal point of view, proceeding from Shannon’s information theory
 we may arrive to the conclusion that the best classification method will be the method resulting in the maximum of entropy (uncertainty) obtained by this classification method. The entropy of classification of N units, classified into n classes is determined as
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where Ni is the number of units included into i-th class.

This conclusion agrees with the well-known cybernetic law formulated by W. R. Ashby
 - the law of requisite variety. In the situation under observation, this law may be reformulated as follows: the variety (uncertainty) of a classification of a set of units shall not be less than the variety of the total parent population of units.

2.2.3. Characterization of the methods of discriminative analysis

In order to fulfil the task of testing the classification built on the basis of cluster analysis, it is necessary to understand how different classes differ in statistical terms. A wide range of studies is dedicated to the methods and methodology of discriminative analysis
. 

We understand “class” as a general set described by the function of density of probability distribution f(X). In this case the decision to relate an object to a certain class is taken because the appearance of the observation seems more probable in the framework of this class. The probability methods of classification are based on this principle: the observation shall be related to the class, in the framework of which its realization seems more probable. However, it shall be mentioned that, first, this method may be adjusted taking into account the specific weights of classes and the specifics of the so called “loss function” c(j|i), which determines the cost of losses caused by the classifying a unit of i-th class under j-th class. Second, in order to realize this method in practice, we have to dispose of the whole description of hypothetical classes, i.e. to know the functions of density of probability distribution fi(X), which set the respective laws of probability distribution for i-th (i = 1,…,k) class. The latter difficulty may be circumvented with the help of teaching samplings in case of the classification with teaching and with the help of the model of mixture of distributions in case of the classification without teaching.

Apparently, it is desirable to build classifications, which minimize losses caused by incorrect classification of units. Let c(j|i) be the cost of losses caused by the the classifying one unit of i-th class under j-th class (in case i = j, it is apparent that cij = 0). Therefore, if m(j|i) units are classified incorrectly, the losses related to the classifying of units of i-th class under j-th class will make m(j|i)c(j|i), while the total losses Cn under this procedure are equal to 
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; P(j|i) is the probability to classify a unit of i-th class as a unit of j-th class, and (i is the a priori probability of a unit being an element of i-th class.
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 determines the average losses caused by incorrect classification of units belonging to i-th class; therefore, the average specific losses caused by incorrect classification of all analyzed units will equal to 
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For a rather broad class of situations it may be assumed that losses c(j|i) are equal for any pair of i and j, i.e. c(j|i) = c0 = const if j ( i; i, j = 1, 2,…, k. In this case, the urge towards the minimization of average specific losses C will be equivalent to the urge to maximize the probability of correct classification of units equal to 
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. Therefore, it is often referred not to losses, but to the probability of incorrect classification 
[image: image9.wmf](

)

å

=

-

k

i

i

i

i

P

1

1

p

.

Let us formulate the task of building of an optimal procedure of classification of p-dimensional observations X1, X2,…, Xn in case of teaching samplings. For this task, the classified observations are interpreted as a sampling of the parent population described by the so called mixture of k classes with the probability density 
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 where (i is the a priori probability of a unit being an element of j-th class to appear in this sampling with density fj(x).

Let us introduce the concept of discriminant function ((X). Function ((X) may acquire only natural values, and those X, at which it acquires values equal to j shall be classified into class j, i.e. Sj = {X: ((X) = j}, j = 1, 2,…, k. Sj are p-dimensional areas in space ((X) of possible values of the analyzed multidimensional indicator X. Function ((X) is built in a such way that their sum (theoretical-dimensional) S1 + S2 +…+ Sk fills up the whole space ((X) and they are mutually disjoint. Therefore, the decisive rule ((X) may be set by the dissection S = = (S1, S2,…, Sk) of the whole space ((X) into k disjoint areas. Discriminant function ((X) (or S) is called the optimal (Bayes) one in case it causes the minimal losses as compared to all other classification procedures.

It turns out
 that the classification procedure S* = (S1*, S2*,…, Sk*), under which losses will be minimal is determined in the following way: 
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In other words, observation X( (( = 1, 2,…, n) will be attributed to class j in case when average specific losses caused by its classification into exactly this class prove minimal in comparison with similar losses related to the classification of this observation into any other class. However, this relation sets only the theoretical optimal classification rule: in order to build it in practice we have to know a priori probabilities fi(X), i = 1,…, k.

It is easy to evaluate a priori probabilities (j (j = 1, 2,…, k) in case the series of observations comprising all teaching samplings may be classified as a random sampling of size n = n1 + n2 +…+ nk from the parent population. In this case evaluations 
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 where nj is the size of j-th teaching sampling.

As concerns the task to evaluate the laws of the probability distribution f1(X),…, fk(X), it is appropriate to divide it into two cases:

The 1st case (parametric discriminative analysis) is characterized by the known general type of functions fj(X), i.e. all classes are described by laws of probability distribution of the same parametric family {f(X; ()}: class i differs from class j only in terms of values of parameter (, i.e. fj(X) = f(X; (j), j = 1, 2,…, k. Therefore, as evaluations 
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 of unknown functions fj(X) there are used functions 
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 is the statistical evaluation of unknown value of parameter (j, obtained on the base of observations of j-th teaching sampling.

The 2nd case (non-parametric discriminative analysis) does not require the knowledge of the general type of functions fj(X) (j = 1, 2,…, k). In this case we have to build so called non-parametric evaluations 
[image: image16.wmf](

)

X

f

j

ˆ

 for functions fj(X), for instance, of histogram or kernel type, or to employ certain special methods
.  

2.3. Method for Economic Parameterisation

2.3.1. Task Identification

One of the main tasks of the economic analysis consists in generating parameters, which reflect some features of economic agents that can not be measured directly. Often there are situations when a feature under consideration is characterized by a set of parameters (in general not necessarily quantitative) which reflect to some degree different aspects of this feature. As a rule, in such situations attempts are being made directed at generating parameters, which represent weighted sum of quantitatively measured parameters.

However, there appears a problem of weighting. Most often this problem is being solved by experts. In present research we envisage to solve to use an approach to generate parameters based on generating linear preference relation indicators.

Let us analyze the following problem.

Let there be N units X(1),…, X(N), described by n parameters x1,…, xn, which characterize a feature R. This means that a set of units under consideration is being described by N dots in n-dimensional space: 
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. Naturally, the choice of parameters x1,…, xn significantly determines the result. We assume that all n characteristics are significant (in terms of substance) for the measurement of feature R. Besides, we a priori assume that in the course of determining feature R each of n parameters has equal weight, i.e. in the course of determining feature R we do not give apparent preference to any concrete parameter. Therefore, feature R sets a certain structure of data in n-dimensional space. In other words, values of characteristics describing the objects under study can not be arbitrary, but have a certain structure determined by feature R. This structure can be detected on rather general assumptions. Let us describe a possible approach permitting to find out the implicit structure of data.

Let us suppose those units under consideration are ranked according with feature R, i.e. the higher the number of unit the better it is with respect to feature R. If it is so, the feature R sets on a set of units under consideration a preference relation. This, in its turn, means that there is a certain function f, which we designate as preference indicator R, which posses the following feature:
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Since we suppose that units Xi are ranked in ascending order, then the indicator is a monotonous function from the number of object. In view of the fact that the indicator is being set to monotonous conversion, one can affirm
 that among the set of parameters of the preference R there is a linear function (preference indicator):
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Let us construct a linear regression n of parameters, which characterize feature R on indicator value f*:
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In case statistical features (in particular, explaining) of the built regression are good, the function 
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 can be viewed as an index characterizing dependence of feature R from parameters x1,…, xn. For convenience the function 
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 should be standardized so that it accepts values from 0 through 100. That is why, the final index measuring the dependence of feature R from parameters x1,…, xn in the following:
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 correspondingly.

If objects are ranked according to a certain feature then the task of generating parameter reflecting this feature depending on a set of parameters does not represent a problem. However, there is a problem: how to construct such a ranking? This question is especially urgent due to the fact that a possible number of rankings N objects are equal N! = 1 ( 2 ( 3 (…( N.
2.3.2. Algorithm for constructing a regulation

Let us divide a set of objects 
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 in such a way that units, which comprise into one and the same sub-set are closer to one another (in some beforehand set sense) than the objects which comprise different sub-integrities. Ward’s method of clustering with Squared Euclidean distance results in a better division of statistical homogeneous of objects which comprise the same class. Consider objects which comprise one and the same cluster (sub-set) to be equivalent in the sense of feature R, characterized by parameters x1,…, xn.

Let us determine which of the two clusters is “better” in the sense of feature R, i.e. for which cluster values of the given set of parameters characterizing feature R are “better” as compared to respective values of parameters for another cluster
. Let us set in set of clusters 
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 and introduce a new variable y(1), accepted for each object Xj which value is equal to value of function f2 in cluster where belong this object, i.e. 
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. Let us also introduce variable y(2), which takes on a value for each object Xj which equals a value of function f2 in a cluster to which this object does not belong, i.e. 
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. Let us construct two regressions: regression of parameters x1,…, xn on variable y(1) and regression of the same parameters on y(2). These two regressions will have similar statistical features. They will differ in coefficient sign in regressor and in absolute term. By way of cluster ranking we choose that ranking where higher values of feature R correspond a cluster with “better” value of this feature.

At the next step, we construct a division of set of objects in three clusters 
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. This means (so are constructed algorithms of clustering) that one of the two clusters constructed on the previous step will be divided into two clusters. Consider two ranked clusters: in case if “divided” into two clusters 
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. Set on a multitude of clusters 
[image: image39.wmf](

)

{

}

3

1

3

=

k

k

Y

 function 
[image: image40.wmf](

)

3

,

2

,

1

,

3

=

=

k

k

Z

f

k

 and 
[image: image41.wmf](

)

3

,

2

,

1

,

3

=

=

¢

¢

k

k

Z

f

k

. Inset variables 
[image: image42.wmf](

)

(

)

k

j

k

j

Z

X

Z

f

y

Î

=

 

if

 

,

3

1

 and 
[image: image43.wmf](

)

(

)

k

j

k

j

Z

X

Z

f

y

¢

Î

¢

¢

=

 

if

 

,

3

2

. Construct two regressions: a regression of parameters x1,…, xn on a variable y(1) and a regression of the same parameters on y(2). For the ranking of three clusters choose the ranking which corresponds to a better statistical characteristics of regression.

On (r – 1) step construct a division of multitude of units in r clusters 
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 EMBED Equation.3  [image: image47.wmf](

)

(

)

(

)

(

)

(

)

1

1

1

1

2

2

1

1

,...,

,

-

-

-

+

+

+

+

+

=

=

=

=

=

r

r

r

r

r

r

l

r

l

l

r

l

l

Y

Y

Z

Y

Y

Z

Y

Z

 and 
[image: image48.wmf](

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

1

1

1

1

2

2

1

1

1

1

1

1

1

1

1

1

,...,

,

,

,

,...,

-

-

-

+

+

+

+

+

-

-

-

-

-

=

=

¢

=

=

¢

=

¢

=

¢

=

=

¢

=

=

¢

r

r

r

r

r

r

l

r

l

l

r

l

l

r

l

l

r

l

r

l

l

r

r

Y

Y

Z

Y

Y

Z

Y

Z

Y

Z

Y

Y

Z

Y

Y

Z


Construct on a multitude of clusters 
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. Construct two regressions: a regression of parameters x1,…, xn on a variable y(1) and a regression of the same parameters  on y(2). For the ranking of three clusters choose the ranking which corresponds to a better statistical characteristics of regression.

After having taken K steps of the described algorithm we obtain 2K functions 
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, corresponding to a different number of clusters (from 2 to K + 1) and their different rearrangement. Some regression corresponds each of these functions 
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, statistical characteristics of which are the best can be viewed as approximation of an indicator which characterizes dependence of property R from parameters x1,…, xn. 

As was mentioned above, it is expedient to standardize the constructed function in such a way that it takes values from 0 through 100. That is why the final index measuring the dependence of property R from parameters x1,…, xn takes the form:
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Note, that for the existence of a linear parameter preference relations characterized by a set of parameters x1,…, xn in view of the theorem of substitution
, it is necessary and sufficient that change in value of one of the parameters is compensated by some linear combination of changes of the rest of parameters.

2.4. The plan of formal analysis

Let us to present the plan we will use in the future to classify Russia’s regions across all observed sets of parameters. 

1 stage. There is conducted the clusterization of Russia’s regions in the respective multidimensional space across all available data by seven methods of cluster analysis: 

1. Average Linkage (Between Groups) (AL(BG));
2. Average Linkage (Within Groups) (AL(WG));
3. Single Linkage (SL);
4. Complete Linkage (CmL);
5. Centroid Linkage (CnL);
6. Median Linkage (ML);
7. Ward Linkage (WL)
Using seven different distances 
:

1. Squared Euclidean Distance (SED);
2. Euclidean Distance (ED);
3. Cosine of Vectors of Values (CVV);
4. Correlation between Vectors of Values (CBVV);
5. Chebychev Distance (ChD);
6. City Block Distance (CBD);
7. Minkowski Distance (MD). 

The graphical analysis of a distance (as % of maximal distance) between the united clusters depending on the number of iteration of the method by all the methods and distances considered permits to determine the moment when clusterization methods cease to work. As a rule, it is feasible to carry out the clusterization process until the distance between the united clusters with regard to all methods and distances does not exceed 5 to 10 per cent. However, the final decision to stop the application of these methods and, therefore, the number of clusters into which the parent population of units is classified shall be taken basing on the substantive analysis.

Each such classification is characterized by level of evenness of classification of the number of regions across clusters. The more evenly the regions are classified across clusters, the higher entropy (uncertainty) of the given classification is. For example, should we classify regions into 10 clusters, the maximal possible uncertainty of such classification is: log210 ( 3,32 bit. From formal viewpoint, the best classification may become the one which allows the most even classifying the objects concerned across classes, i.e. the one that shows maximal entropy.

The analysis of the whole integrity of the regions through all the noted years by all the methods and distances allows the selection of the method and distance that ensure the most even classification of the objects in question into clusters.

2 stage. At this stage there is conducted a substantive analysis of clusters obtained by the best (from the formal point of view) method. The methodology of research comprises the expert evaluation of the evenness (from the economic point of view) of obtained clusters. 

The singling out of groups of clusters homogeneous in economic terms, i.e. the reduction of the number of groups of regions demonstrating homogeneous levels of parameters under observation renders it more easy to fulfil the task of dynamic classification of Russia’s regions from the viewpoint of the considered characteristic of regions over the whole analyzed period.  

3 stage. This stage comprises the clusterization of Russia’s regions in the respective multidimensional space by the best (from the formal point of view) method of cluster analysis separately for each year of the period under observation. The comparison of classifications built at this stage with the part of the general classification built at the first stage related to the respective year permits to evaluate the stability of obtained results. The substantive analysis of annual classifications permits to make more precise the groups of clusters singled out at the second stage (for the purposes of this study we omit this stage, since we are more interested in the annual movement of regions among clusters, what will be discussed in more detail below).

4 stage. At this stage there is built the indicator of considered economic characteristic of Russia’s regions measured by the selected set of parameters. After this, there is conducted the comparison of the results obtained by clusterization with the results of classification into clusters by built indicators. There are considered three methods of classification of regions in accordance with the indicators we have built:

Since the indicator has values within the interval [0, 100], let us classify the set of units into М classes in the following way 
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 where М is the number of units,, N is the number of clusters.

Let us classify the set of units in such a way that all М classes contain the equal number of units (more precisely, 
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· Let us classify the set of units into М classes in accordance with the Ward Linkage method, using indicator ( as the characteristic of units.

The comparison of built classifications permits to choose the best method to use the indicator as a “discriminant” function.  

The indicators characterizing different properties of analyzed units (Russia’s regions), which were built in this study may be used similarly to “discriminant” functions. In case there is obtained additional information (for instance, for regions, where such information had been unavailable, or for some other year) it is not necessary to carry out a new clusterization of regions. It suffices to calculate the values of the indicator basing on the data related to each new unit and to classify the unit into the appropriate class in accordance with this value. Besides, in contradistinction to traditional discriminant functions, the indicators may be rather well interpreted (in case there are met  the conditions of the theorem of substitution with regard to indicators characterizing the analyzed property).

5 stage. This stage is similar to the second stage. However, in this case the substantive analysis (basing on expert evaluations) is applied to the results of classification of regions into classes singled out at the third stage. Therefore, the type of a region is determined depending on its inclusion in a group characterized by its belonging to a certain class in accordance with each of three classifications analyzed above.



� There is a wide range of studies concerning the methodology and methods of cluster analysis. Major avenues of cluster analysis (in more or less detail) may be found, for instance, in: Aivazyan S. A., Mkhitaryan V. S. Prikladnaya statistika i osnovy ekonometriki (Applied Statistics and Principles of Econometrics). – M.: YuNITI, 1998; Afifi A., Eizen, S. Statisticheskiy analiz. Podkhod s ispolzovaniyem EVM (Statistical Analysis. An Approach Involving the Use of Computers). – Mir, 1982; Yenyukov I. S. Metody, algoritmy, programmy mnogomernogo statisticheskogo analiza (Methods, Algorithms, Programs of Multivariate Statistical Analysis). – M.: Finansy i Statistika, 1986; Jambu M. Hierarchical Cluster Analysis and Correspondences). – M.: Finansy i Statistika, 1988; Kulaichev A. P. Metody i sredstva analiza dannykh v srede Windows. STADIA 6.0. (Methods and Ways to Analyze Data in Windows Environment. STADIA 6.0.) – M.: Informatika i kompyutery, 1996; Faktorny, diskriminantny i klasterny analiz (Factor, Discriminative, and Cluster Analysis. – M.: Finansy i statistika, 1989. 


� SPSS for Windows: Professional Statistics, 6.0. ( SPSS Inc., 1993.


� The issue of the choice of the distance and different measures of closeness were reviewed in: Raushenbakh G. V. Problemy izmereniya blizosti v zadachakh analiza dannykh (Problems of Closeness Measurements in Data Analysis) // Programmno-algoritmicheskoye obespecheniye analiza dannykh v mediko-biologicheskikh issledovaniyakh (Program and Algorithmic Means Applied in Data Analysis with regard to Medical and Biological Research). – M.: Nauka, 1987.  


� See, for instance, Yaglom A. M., Yaglom I. M. Veroyatnost i informatsiya (Probability and Information). – M.: Nauka, 1973.


� Ashby W. R. Konstruktsiya mozga (Design for a Brain). – M.: Inostrannaya literatura, 1962.


� See, for instance, Aivazyan S. A., Bukhshtaber V. M., Yenyukov I. S., Meshalkin L. D. Prikladnaya statistika. Klassifikatsiya i snizheniye razmernosti (Applied statistics. Classification and reduction of dimensionality) – M.: Finansy i statistika, 1989; Yenyukov I. S. Metody, algoritmy, programmy mnogomernogo statisticheskogo analiza (Methods, Algorithms, Programs of Multivariate Statistical Analysis). – M.: Finansy i Statistika, 1986; Kulaichev A. P. Metody i sredstva analiza dannykh v srede Windows. STADIA 6.0. (Methods and Ways to Analyze Data in Windows Environment. STADIA 6.0.) – M.: Informatika i kompyutery, 1996; Spravochnik po prikladnoi statistike (Reference Book on Applied Statistics), Vol 2 / ed. A. Lloyd, W. Lederman. – M.: Finansy i statistika, 1990. 


� See, for instance, Anderson T. Vvedeniye v mnogovariantnyi statisticheski analiz (Introduction to the multivariate statistical analysis). – M.: Fizmatgiz, 1963.   


� See, for instance, Aivazyan S. A., Bukhshtaber V. M., Yenyukov I. S., Meshalkin L. D. Prikladnaya statistika. Klassifikatsiya i snizheniye razmernosti (Applied statistics. Classification and reduction of dimensionality) – M.: Finansy i statistika, 1989.


�  See, for instance, Yudin A. D., Tsoi E. V. Lineinoye programmirovaniye v poryadkovykh shkalakh (Linear Programming in Order Scales) // Izvestiya AN SSSR. Tekhnicheskaya Kibernetika, 1984, No. 1. 


� For instance, in case we review the development of a number of economies, it is apparent that the cluster, for which average rates of economic growth are higher, is “better” in comparison with a cluster, where average rates of growth of economies it comprises are lower.


� See, for instance, Kini R. L., Raifa Kh. Prinyatiye resheniy pri mnogikh kriteriyakh: predpochteniya i zamescheniya (Taking Decisions under Many Criterion: Preferences and Substitutions). – M.: Radio i svyaz, 1981.


� The last three methods imply the use of only quadratic Euclidean distance.
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